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Figure 1: Equal-time (180 s) comparison of light vertex cache bidirectional path tracing (LVC-BPT) [Davidović et al. 2014] with and without our method. BPT (left) produces noticeable noise for specular-diffuse-glossy paths. Our method (right) significantly reduces this noise on highly glossy objects (GGX roughness: 0.001). For this scene, 32M light subpaths are traced and 73936784 subpath vertices are stored in the LVC.

ABSTRACT
Bidirectional path tracing (BPT) produces noticeable variance for specular-diffuse-specular reflections even if they are not perfectly specular. This is because sampling of the connection between a light vertex and eye vertex does not take bidirectional reflectance distribution functions (BRDFs) into account. This paper presents a novel unbiased sampling method referred to as backward stochastic light culling which addresses the problem of specular-diffuse-glossy reflections. Our method efficiently performs Russian roulette for many light vertices according to the glossy BRDF at a given eye vertex using a hierarchical culling algorithm. We combine our method with light vertex cache-based BPT using multiple importance sampling to significantly reduce variance when rendering caustics reflected on highly glossy surfaces.

CCS CONCEPTS
• Computing methodologies → Ray tracing;

KEYWORDS
global illumination, bidirectional path tracing, Russian roulette

1 INTRODUCTION
Bidirectional path tracing (BPT) is a well-established light transport algorithm which combines two subpaths traced from a light source and eye using multiple importance sampling (MIS) [Veach and Guibas 1995]. However, BPT produces noticeable variance for specular-diffuse-specular paths even if they are not perfectly specular (Fig. 1). This is because sampling of the connection between two subpath vertices (i.e., light vertex and eye vertex) does not take BRDFs into account. In this paper, we present a backward stochastic light culling method to sample a few light vertices from a light vertex cache (LVC) [Davidović et al. 2014] using Russian roulette according to the specular BRDF at a given eye vertex. To accelerate this Russian roulette for many light vertices, we introduce a hierarchical algorithm to cull them efficiently. In addition, we also present a random number assignment technique to avoid the correlation of variance for our stochastic light culling. Since our method can be easily combined with LVC-BPT using MIS, we are able to reduce the variance for caustics reflected on highly glossy surfaces in an unbiased fashion.

2 OUR METHOD
Our method is based on stochastic light culling [Tokuyoshi and Harada 2017] which was developed for real-time rendering. This technique first restricts the range of influence for each light vertex based on Russian roulette, and then culls light vertices before shading using the bounding ellipsoid of this light range. The previous work ignored the BRDFs of eye vertices, and a single random number was assigned to each light vertex to reuse real-time culling algorithms. Unlike this real-time method, our method determines the shape of the ellipsoid using the specular BRDF at an eye vertex.
while the shape of the ellipsoid depends only on the given eye vertex. Therefore, to conservatively perform the intersection test for each BVH node, the maximum size of the ellipsoid is used at an internal node. This size is obtained by \( \sqrt{\max \xi_i \cdot c_i} \), where \( L \) is the set of light vertices (i.e., leaf nodes) covered by the node for our method, \( \max_{i \in L} c_i \) is stored into each node in preprocessing, while \( \min_{i \in L} \xi_i \) is computed on-the-fly in tree traversal.

### 2.3 On-the-fly Semi-Stratified Random Number Assignment

Although the minimum of \( \xi_i \) can also be stored into each node by precomputing a single \( \xi_i \) for each light vertex, this approach produces banding artifacts due to the correlation of variance between eye vertices (please see the supplementary material). This correlation induces inefficiency when eye vertices are densely sampled (e.g., super sample antialiasing). Therefore, we generate the minimum of \( \xi_i \) for each node on-the-fly during the top-down tree traversal. Assuming 1D stratified sampling, the minimum of stratified random numbers is within the lowest stratum. Therefore, the minimum random number for a node is obtained by generating a single random number \( \xi \in [0, 1] \) as follows:

\[
\min_{i \in L} \xi_i = s + (1 - s) \frac{\xi}{|L|}
\]

where \(|L|\) is the number of leaves covered by the node, \( s \) is the lower bound of the stratum given from the parent node, and \( s = 0 \) for the root node. When generating this minimum random number, the lower bound is updated simultaneously for the next random number as follows:

\[
s' = s + (1 - s) \frac{1}{|L|}
\]

Since the minimum random number for a parent node is the minimum of two child nodes’ values, the parent’s minimum random number and lower bound are transferred into either one child node. This child is randomly selected according to the number of leaves covered by the child node. For the other child, a new minimum random number and lower bound are generated using Eqs. (3) and (4). Finally, this algorithm produces uniform and partially stratified random numbers for leaves. Using this algorithm, we assign a different random number for each pair of light and eye vertices without executing a full bottom-up traversing of the entire tree.

### 3 RESULTS AND FUTURE WORK

Fig. 1 shows our experimental results. For this experiment, backward stochastic light culling is applied to the first non-perfectly specular eye vertex in eye subpath tracing. Although our method is applicable only to rough specular reflections, noise is significantly reduced for caustics reflected on highly-glossy surfaces without bias and correlation. Extension to refractions will be a part of a future work.
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