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Abstract
Although geometry-aware filtering and upsampling have often been used for interactive or real-time rendering,
they are unsuitable for glossy surfaces because shading results strongly depend on the BRDFs. This paper proposes
a novel weighting function of cross bilateral filtering and upsampling to measure the similarity of specular lobes.
The difficulty is that a specular lobe is represented with a distribution function in directional space, whereas
conventional cross bilateral filtering evaluates similarities using the distance between two points in a Euclidean
space. Therefore, this paper first generalizes cross bilateral filtering for the similarity of distribution functions in
a non-Euclidean space. Then, the weighting function is specialized for specular lobes. Our key insight is that the
weighting function of bilateral filtering can be represented with the product integral of two distribution functions
corresponding to two pixels. In addition, we propose spherical Gaussian based approximations to calculate this
weighting function analytically. Our weighting function detects the edges of glossiness, and adapts to all-frequency
materials using only a camera position and G-buffer. These features are not only suitable for path tracing, but also
deferred shading and non-ray tracing based methods such as voxel cone tracing.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image
Generation—

1. Introduction

Computing indirect illumination in real-time frame rates is
a major challenge with high industrial impact. However,
it can be difficult for high-resolution frame buffers. In or-
der to avoid this problem, denoising filters for Monte-Carlo
(MC) rendering or upsampling techniques have often been
used for post-processing. While sophisticated filtering meth-
ods have been developed, simple cross bilateral filtering
[PSA∗04, ED04] and upsampling [KCLU07] are often em-
ployed for interactive or real-time applications due to their
faster speed and lower memory usage. In deferred shading
pipelines, a G-buffer can be inexpensively utilized for such
filtering. These techniques are often called geometry-aware
filtering and upsampling.

However, geometry-aware filtering can produce overblur-
ring and underblurring errors for scenes with several glossy
materials (Fig. 1). This is because they evaluate only the
similarity of the surfaces by using a normal-aware weight-
ing function and depth-aware weighting function, whereas
actual illumination appearance is strongly affected by the
specular lobe which is represented with a bidirectional re-

flectance distribution function (BRDF). For glossy indirect
illumination, the similarity of the specular lobes should be
evaluated as shown in Fig. 2.

Bilateral filtering evaluates similarities using the distance
between two points in a high-dimensional Euclidean space,
whereas specular lobes are distribution functions in direc-
tional space. Therefore, we represent the weighting function
as a product integral of two distribution functions to general-
ize cross bilateral filtering. Using this generalization, we in-
troduce a novel weighting function to measure the specular
lobe similarity. Our weighting function inexpensively han-
dles all-frequency materials similar to previous BRDF based
bandwidth controlling methods such as [MWRD13]. These
methods often use only the sharpness of a normal distribu-
tion function (NDF) for their BRDF based bandlimits, but
the appropriate kernel bandwidth should be according to the
reflection lobe sharpness which depends on a view direction
and surface normal. Using reflection lobes, this paper takes
into account such view dependent properties. In addition, our
method detects the edges of lobe sharpness.

In order to calculate this weighting function analytically,
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(a) noisy input(a) noisy input

resolution: 640×480resolution: 640×480
MSE: 0.1828MSE: 0.1828

(b) normal-aware filtering(b) normal-aware filtering
σ

2
n = 0.0000308σ
2
n = 0.0000308

MSE: 0.1380MSE: 0.1380

(c) our lobe-aware filtering(c) our lobe-aware filtering
β = 11.9,κ = 100β = 11.9,κ = 100

MSE: 0.0157MSE: 0.0157

(d) ground truth(d) ground truth

Figure 1: Quality comparison for glossy surfaces. The quality is evaluated using mean squared error (MSE) metric. The teapot
and floor have different BRDF models (the Kelemen model [KSK01] with the Phong NDF and Cook-Torrance model [CT82]
with the Beckmann NDF). Both surfaces have a glossiness map and roughness map, respectively. Conventional geometry-aware
filtering using surface normals (b) produces noticeable overblurring and underblurring errors, while our specular lobe-aware
filtering (c) does not. Parameters of weighting functions σ

2
n and β (described in Sect. 2.2 and 3) are optimal for this image.

Figure 2: Difference of specular lobes. Normal-aware
weighting functions neglect this difference.

this paper additionally proposes an approximation using
spherical Gaussians (SGs). Furthermore, an approximation
using anisotropic spherical Gaussians (ASGs) is proposed as
an option for highly anisotropic BRDFs. These approaches
avoid precomputations and additional memory footprints
for parametric BRDFs thanks to Wang’s on-the-fly approx-
imation [WRG∗09]. Since our lobe-aware filtering requires
only a camera position and G-buffer (i.e. depth, normal, re-
flectance, and BRDF parameter buffer), it is not only suit-
able for path tracing [Kaj86], but also deferred shading and
non-ray tracing based methods such as voxel cone tracing
[CNS∗11].

The contributions of this paper are as follows.

• Cross bilateral filtering is generalized in order to evaluate
the similarity of distribution functions in a non-Euclidean
space.
• Specular lobe-aware filtering and upsampling are intro-

duced based on the above generalization for glossy in-
direct illumination. This filtering takes into account all-
frequency materials and edges of lobe sharpness with less
material-dependent parameter tuning than normal-aware
filtering.
• Analytic approximations using SGs and ASGs for the

specular lobe-aware weighting function are proposed.
They are completely dynamic and has no additional stor-
age cost for deferred shading pipelines with parametric
BRDFs.

2. Background

2.1. Related work

Bilateral filters. The bilateral filter [SB97, TM98] is a
single-pass edge-preserving filter often used for denoising
purposes. The weighting function of this filter measures the
photometric similarity between the target pixel and sample
pixel. Since the photometric similarity also has noise, cross
bilateral filtering [PSA∗04, ED04] uses additional noise-
less images as guidance to measure the similarity. The
same weighting functions as used in cross bilateral filter-
ing are also used in joint bilateral upsampling [KCLU07].
The non-local (NL) means filter proposed by Buades et al.
[BCM05b,BCM05a] is a generalized bilateral filter. For this
filter, the weight for each pair of pixels is determined by
the similarity of small image patches centered at the two
pixels. This screen-space generalization is more robust, but
slower than the conventional bilateral filtering. On the other
hand, this paper generalizes cross bilateral filtering to eval-
uate the similarity of two parametric distribution functions
in a high-dimensional non-Euclidean space whose parame-
ters are given by guidance images. This is inexpensive and
suitable for global illumination rendering.

Global illumination with filtering. Geometry-aware filter-
ing is generally represented by cross bilateral filtering with a
depth buffer and normal buffer. Such filtering has been often
used for post-processing of interactive global illumination.
Wald et al. [WKB∗02] used a discontinuity buffer for instant
radiosity [Kel97] with interleaved sampling. To accelerate
interleaved sampling and filtering, G-buffer splitting and
hardware-supported filtering [SIMP06] were employed for
deferred shading based instant radiosity [LSK∗07,REH∗11]
and voxel cone tracing [CNS∗11, Mit12]. Knecht [Kne09]
extended screen-space filtering to the temporal axis using
reverse reprojection caching [NSL∗07]. Dammertz et al.
[DSHL10] proposed the À-trous filter that incorporates a
wavelet formulation into the bilateral filter. More recently,
geometry-aware filtering based on guided image filtering
[HST10] was also proposed for diffuse indirect illumina-
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tion [BEM11]. Geometry-aware upsampling was employed
for a frame buffer level-of-detail technique proposed by
Yang et al. [YSL08]. Herzog et al. [HEMS10] introduced
spatio-temporal upsampling using temporal coherence. Up-
sampling is also effective for voxel cone tracing on specular
surfaces [Mit12], because rendering high-frequency materi-
als is known to be slower than low-frequency materials.

However, geometry-aware filtering can produce an
overblurring error for glossy surfaces. Such problems have
been avoided by using more robust filtering methods with
additional computation and memory footprints. Egan et
al. [EHDR11] discussed screen-space bandlimits for glossy
BRDFs in their frequency analysis, since a BRDF acts as a
low-pass filter at each bounce. Based on this analysis, axis-
aligned filtering [MWR12, MWRD13] determines screen-
space bandlimits using the depth of secondary-rays and the
BRDF at each pixel, but it does not focus on high-frequency
BRDFs and high-frequency changes of BRDF parameters
such as glossiness mapping. In addition, they use only the
sharpness of an NDF, and neglect a view direction and
surface normal dependent properties for their Blinn-Phong
BRDF based bandlimit. For glossy surfaces lit from environ-
ment maps, Bagher et al. [BSS∗12] proposed an inexpensive
upsampling technique by predicting bandwidths of BRDFs
and environment maps with importance sampling. Segovia
and Wald [SW10] blur incident light with a spherical har-
monic approximation to preserve the edges of moderately
glossy materials. Other than glossy surfaces and changes
of BRDF parameters, there are difficult problems such as
depth-of-field, motion blur, anti-aliasing, participating me-
dia, and high-frequency incident light. To reduce their noise,
many methods have been developed especially for off-line
rendering, such as error estimation for Gaussian or bilateral
filtering [RKZ11, SD12, LWC12], NL means filtering based
approaches [RKZ12, RMZ13, MJL∗13], wavelet based ap-
proaches [ODR09, KS13], and reconstruction using a light
field [LALD12]. The above bilateral filtering based methods
control the screen-space kernel bandwidth using the pixel
information (e.g. BRDF and estimated error).

This paper focuses only on the problem of glossy sur-
faces for interactive or real-time applications. Unlike the
above screen-space kernel bandwidth controlling methods,
our method determines the directional kernel bandwidth uti-
lizing BRDFs of the both target pixel and sample pixel.
Therefore, our weighting function does not only take into
account all-frequency materials, but also high-frequency
changes of specular lobe sharpness. Although this simple
approach without error estimation does not always produce
the optimal weight unlike the above off-line error estimation
based methods, it inexpensively avoids the risk of increasing
overblurring errors in real-time frame rates.

Spherical Gaussians. SGs are often used for approximat-
ing environmental lighting in real-time applications [TS06,
WRG∗09, IDN12], because SGs have closed-form solutions

for the integral, product, and product integral, which are
fundamental operators to evaluate rendering integrals. Xu et
al. [XSD∗13] proposed ASGs to represent anisotropic spher-
ical functions. These ASGs have the approximate integral,
product of two ASGs, and product integral of an ASG and
SG. This paper employs SGs and ASGs to evaluate the sim-
ilarity of two specular lobes.

2.2. Conventional geometry-aware filtering

In cross bilateral filtering (or upsampling), the filtered value
Î(i) of target pixel i is estimated with a weighted averaging
operation as follows:

Î(i) =
∑ j W (i, j)I( j)

∑ j W (i, j)
, (1)

where I( j) is the value of the input image at sample pixel j,
and weight W (i, j) is given as

W (i, j) = f (si,s j)∏
k

wk(i, j),

where si is the screen-space position of pixel i, f (si,s j) is
a screen-space filtering kernel, and kth weighting function
wk(i, j) is given by

wk(i, j) = g
(

Jk(i)− Jk( j),σ2
k

)
, (2)

where g is the Gaussian function, σ
2
k is the user-specified

variance parameter, and Jk(i) is a noiseless guidance image.
This weighting function measures a similarity between tar-
get pixel i and sample pixel j.

For global illumination, a depth buffer and normal buffer
are often employed for the guidance images Jk(i). This is
because the shading similarity can be measured with these
parameters when the BRDF is the Lambertian model with a
constant reflectance. The weighting function can be defined
as

W (i, j) = f (si,s j)wz(i, j)wn(i, j),

wz(i, j) = g
(

zi− z j,σ
2
z

)
, (3)

wn(i, j) = g
(

ni−n j,σ
2
n

)
, (4)

where zi and ni are the depth value and surface normal at the
pixel i respectively. To avoid the influence of the spatially-
varying reflectance on filtering, the reflectance and indirect
illumination are separated and stored in different buffers,
and blended after the filtering [SIMP06]. This geometry-
aware filtering (or upsampling) is well established for low-
frequency BRDFs. However, for specular surfaces, the as-
sumption of geometry-aware filtering is violated. Therefore,
a specular lobe similarity has to be taken into account, be-
cause the shading result is very sensitive to the lobe. Since
specular lobes are distribution functions in directional space,
cross bilateral filtering has to be generalized for such non-
Euclidean distributions.
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3. Distribution-Aware Filtering

In this section, cross bilateral filtering is generalized for the
similarity of distributions. This paper represents the pixel
value I(i) with the product integral of a pixel-independent
function Q(x) and pixel-dependent distribution function
ai(x) as follows:

I(i) = oi +
∫

Ω

Q(x)ai(x)dx, (5)

where x is the position in a high-dimensional domain Ω and
oi is a noisy offset. In this representation, since ai(x) can be
considered as a feature of the pixel, the similarity of pixels
i and j is represented with the similarity of ai(x) and a j(x).
For bilateral filtering, let a screen-space position and lumi-
nance be s ∈ R2 and Y ∈ R respectively, then x = {s,Y},
Ω = R3, Q(x) = Y , and ai(x) ∝ g

(
Y − I(i),τ2

)
δ(s− si),

where τ
2 is a user-specified constant value in conventional

bilateral filtering, and δ(s− si) is Dirac’s delta function. For
cross bilateral filtering, the parameters of ai(x) are given by

guidance images as: ai(x)∝ g
(

Y − J(i),τ2
)

δ(s− si).

The weighting function is represented based on the sim-
ilarity between the two distributions ai(x) and a j(x). This
similarity is obtained by computing the product integral of
two distributions. Since ai(x) can have a delta function,
this paper computes the product integral of smoothed dis-
tributions of ai(x) and a j(x) to control the kernel band-
width using a user-specified smoothing kernel b

(
x′,x

)
. The

smoothed distribution ci(x) is given by the following convo-
lution:

ci(x) =
∫

Ω

ai
(
x′
)

b
(
x′,x

)
dx′, (6)

and its normalized distribution is given as

pi(x) =
ci(x)√∫

Ω
(ci(x′))2dx′

. (7)

The similarity of two pixels can be represented by the prod-
uct integral of pi(x) and p j(x) as follows:

qi, j =
∫

Ω

pi(x)p j(x)dx, (8)

Since pi(x) and p j(x) are normalized, the range of qi, j is
[0,1]. When pi(x) and p j(x) are the same, qi, j = 1. Finally,
this paper additionally introduces a user-specified power pa-
rameter β to control the influence of the frequency of ai(x)
and a j(x) for the weighting function as follows:

w(i, j) = qβ

i, j.

Cross bilateral filtering can be represented by this formula-
tion, since this is a superset of the Gaussian based weight-
ing function (Eq. (2)) as described in the supplemental ma-
terial. In addition, this reformulation can use an individual
variance parameter τ

2
i given by a guidance image for each

ai(x). When noise distribution is given by τ
2
i for each pixel

inputim
ages

(a) noisy image(a) noisy image

MSE: 0.1997MSE: 0.1997

(b) guidance image(b) guidance image
(mean)(mean)

(c) guidance image(c) guidance image
(variance)(variance)

filtered
im

ages

(d) conventional(d) conventional
σ2

k = 0.00204σ2
k = 0.00204

MSE: 0.0051MSE: 0.0051

(e) ours(e) ours
β = 10.8β = 10.8

MSE: 0.0042MSE: 0.0042

(f) ground truth(f) ground truth

Figure 3: Distribution-aware filtering with Gaussian func-
tions represented with guidance images (b) and (c). The
noise of the input image (a) is proportional to the variance
(c). Our filtering (e) preserves the edges of the eye, while
cross bilateral filtering (d) does not. Both σ

2
k and β are opti-

mal for this image.

i, this generalized filtering produces more accurate results
than conventional cross bilateral filtering as shown in Fig.
3. Although similar results can be produced by controlling
screen-space kernel bandwidth according to each variance
parameter τ

2
i , our weighting function detects the edges be-

tween two parameters τ
2
i and τ

2
j unlike the bandwidth con-

trolling technique.

For conventional cross bilateral filtering, the luminance
space is used to measure the photometric similarity, and each
ai(x) is parameterized by a constant variance in a Euclidean
space. However, this reformulation supports an arbitrary dis-
tribution in a non-Euclidean space for each pixel. This fea-
ture is suitable for global illumination given by the integral
in non-Euclidean space.

4. Specular Lobe-Aware Filtering and Upsampling

Indirect illumination is represented by the rendering equa-
tion [Kaj86] as follows:

Lr(y,ψ) =
∫

S2
L(y,ω)ρ(y,ψ,ω)max(n ·ω,0)dω,

where Lr(y,ψ) is the reflected radiance of indirect illumina-
tion at the position y and direction ψ, L(y,ω) is the incident
radiance of indirect illumination, ρ(y,ψ,ω) is the BRDF,
and n is the surface normal. Therefore, the pixel value of
the indirect illumination buffer is represented as

I(i) = εi +
Lr(yi,ψi)

Ri

= εi +
∫
R3

∫
S2

L(y,ω)ρi(ω)max(ni ·ω,0)δ(y−yi)dωdy,

where εi is the estimation error, yi and ψi are the position and
direction at the first bounce respectively, Ri is the reflectance
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of the BRDF. For simplicity, this paper represents the nor-
malized BRDF at the first bounce as: ρi(ω) =

ρ(yi,ψi,ω)
Ri

. For

our filtering, oi = εi, x = {y,ω}, Ω =
{
R3,S2

}
, Q(y,ω) =

L(y,ω) and ai(y,ω) = ρi(ω)max(ni ·ω,0)δ(y− yi) in Eq.
(5). This section introduces a directional weighting func-
tion wω(i, j) instead of the normal-aware weighting function
wn(i, j). The positional weighting function f (si,s j)wz(i, j)
is the same as the conventional Gaussian based weighting
function given by Eq. (3), because the positional distribution
is represented by δ(y−yi) = δ(s−si)δ(z−zi) which derives
Eq. (3). In the following, for simplicity, we discuss only the
directional distribution function which is represented by

ai(ω) = ρi(ω)max(ni ·ω,0).

However, computing the exact similarity can be expensive
for this case. Since the shape of the reflection lobe depends
on the BRDF model, many combinations of BRDFs have to
be taken into account for the product integral of two lobes.
Furthermore, there is not always an analytical solution of
the product integral. Although the solution can be obtained
by numerical precomputation based approaches, they require
an additional memory footprint and access cost. In addition,
long precomputation time can be necessary for a huge vari-
ety of materials. Therefore, this paper employs SG approxi-
mations for parametric BRDFs as described in the following
subsection. Furthermore, we explain our weighting function
is an extended formulation of the conventional normal-aware
weighting function.

4.1. Specular lobe similarity using SGs

In this subsection, we first derive a formulation of the specu-
lar lobe-aware weighting function using SG mixtures. Then,
a more approximated weighting function is introduced for
simplicity. This approximated formulation is a simple ex-
tension of the normal-aware weighting function and suitable
for real-time applications. Although the SG representation
induces additional approximation errors, this is practical for
dynamic scenes with several materials, especially for filter-
ing one-bounce global illumination.

Weighting function. An SG is a type of spherical function
and is represented by the following equation:

G(ω,ξ,λ) = g
(

ω−ξ,
1
λ

)
= exp(λ((ω ·ξ)−1)) ,

where ξ is the lobe axis and λ is the lobe sharpness. Specular
lobe ai(ω) is approximated with an SG mixture as

ai(ω)≈
Ni

∑
l

µi,lG(ω,ξi,l ,λi,l).

where Ni is the number of lobes and µi,l is the lobe ampli-
tude. Each SG parameter is analytically obtained on-the-fly
for parametric BRDFs such as the Cook-Torrance model,

Ward model and Blinn-Phong model [WRG∗09] (please re-
fer to the supplemental material). Although our main target
is such parametric BRDFs of dynamic scenes (i.e. BRDF
parameters can change dynamically), measured BRDFs can
also be used as an option for static materials. For mea-
sured BRDFs, we represent a BRDF using a microfacet
model, and fit its NDF using an SG mixture in preprocess-
ing [WRG∗09]. Since these lobe axes and sharpness are de-
termined by using the surface normal and view direction,
such view-dependent effects are taken into account for the
weighting function. An SG is also employed for the smooth-
ing kernel for specular lobes as

b
(
ω
′,ω
)
= G

(
ω
′,ω,κ

)
, (9)

where κ is the user-specified lobe sharpness. For global
illumination using BRDF importance sampling, the noise
produced at the first bounce is controlled by parameter β,
while other noises are controlled by this κ. For filtering one-
bounce indirect illumination, κ =∞ can be assumed. By us-
ing Iwasaki’s approximate product integral of SGs [IDN12],
the smoothed distribution ci(ω) is approximated with an SG
mixture as follows:

ci(ω)≈
Ni

∑
l

µ̄i,lG
(

ω,ξi,l , λ̄i,l

)
. (10)

where µ̄i,l =
2πµi,l
λi,l+κ

and λ̄i,l =
λi,l κ

λi,l+κ
. By using the exact prod-

uct integral of SGs derived in [TS06], the normalization fac-
tor of this distribution for Eq. (7) and the product integral
Eq. (8) are computed. Thus, the approximated specular lobe-
aware weighting function is obtained analytically as follows:

wω(i, j)≈
(

αi, j√
αi,iα j, j

)β

, (11)

where αi, j = ∑
Ni
l ∑

N j
m

µ̄i,l µ̄ j,m sinh(‖λ̄i,l ξi,l+λ̄ j,mξ j,m‖)
exp(λ̄i,l+λ̄ j,m)‖λ̄i,l ξi,l+λ̄ j,mξ j,m‖

. Since this

multi-lobe formulation has complexity O
(
NiN j

)
, small

numbers for Ni and N j are recommended.

More approximated weighting function. For more time-
sensitive applications, this paper restricts specular lobe ai(ω)
to a single SG lobe (i.e. Ni = 1). This can be done by merg-
ing distribution functions on-the-fly [Tok05, LWDB10] for
multi-lobe BRDFs. For the single lobe representation, since
the amplitudes µ̄i,l and µ̄ j,m will be eliminated by normal-
ization (Eq. (7)), the calculation of these amplitudes can be
omitted. In addition, Iwasaki’s approximate product integral
is used for Eq. (7) and (8). Thus, the approximated weighting
function is derived as

wω(i, j)≈

2
√

λ̄iλ̄ j

λ̄i + λ̄ j

β

G

(
ξi,ξ j,

βλ̄iλ̄ j

λ̄i + λ̄ j

)
, (12)

where the subscript l is omitted because Ni = N j = 1. If
lobe sharpness λ̄i and λ̄ j are not small, Iwasaki’s approxi-
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Eq. (11)
Eq. (12)

λ̄i = 5, λ̄ j = 10

Eq. (11)
Eq. (12)

λ̄i = 50, λ̄ j = 100

Eq. (11)
Eq. (12)

λ̄i = 10, λ̄ j = 100

Eq. (11)
Eq. (12)

λ̄i = 100, λ̄ j = 1000

Figure 4: Plots of Eq. (11) and (12) for various lobe sharp-
ness (Ni = 1, β = 20). The horizontal axis is arccos(ξi ·ξ j).

ground truthground truth

resolution: 640×360resolution: 640×360

Phong exponent buffer
(guidance image of (b))

1010 6060 500500 550550

(a) noisy input (b) conventional (c) ours w/o axes (d) ours (e) ground truth
MSE: 0.0149 MSE: 0.0154 MSE: 0.0124 MSE: 0.0026

Figure 5: Comparison for different glossiness. Each sphere
in the target image (upper left) has two materials whose dif-
ferences of Phong exponents are 50 (upper right). Although
these differences are the same, the right sphere does not have
noticeable edges unlike the left sphere. Conventional cross
bilateral filtering (b) using the Phong exponent buffer over-
estimates the edges of the right sphere, and produces arte-

facts. Filtering (c) uses wω(i, j) =
(

2
√

λ̄iλ̄ j

λ̄i+λ̄ j

)β

which repre-

sents the similarity of lobe sharpness. This can avoid such
overestimation. Moreover, taking lobe axes into account (d),
errors are reduced without additional parameters. σ

2
k = 763

and β = 5.05 (the optimal parameters for this image).

mation error is negligible as shown in Fig. 4. This approx-
imation is more inexpensive than Eq. (11), and more suit-
able for real-time applications. This formulation is an ex-
tension of the normal-aware weighting function wn(i, j) =

g
(

ni−n j,σ
2
n

)
= G

(
ni,n j,

1
σ2

n

)
. Our lobe axes are not lim-

ited to normal vectors. The term βλ̄iλ̄ j

λ̄i+λ̄ j
acts like previous

BRDF based bandwidth controlling methods [MWRD13] in

directional space, while 2
√

λ̄iλ̄ j

λ̄i+λ̄ j
represents the similarity of

the specular lobe sharpness between two pixels. The normal-
aware weighting function is the special case of our lobe-

ground truthground truth

resolution: 640×480resolution: 640×480

Phong exponentPhong exponent

10001000

500500

Beckmann roughnessBeckmann roughness

0.30.3

0.20.2

(a) noisy input(a) noisy input

MSE: 0.0297MSE: 0.0297

(b) normal-aware(b) normal-aware
σ

2
n = 0.000228σ
2
n = 0.000228

MSE: 0.0286MSE: 0.0286

(c) lobe-aware(c) lobe-aware
β = 8.14,κ =∞β = 8.14,κ =∞

MSE: 0.0067MSE: 0.0067

(d) ground truth(d) ground truth

Figure 6: The scene has Kelemen BRDFs with the Phong
NDF and Cook-Torrance BRDFs with the Beckmann NDF.
For this scene, the distance of different BRDF parameters
(i.e. Phong exponent and Beckmann roughness) cannot be
measured directly. Unlike normal-aware filtering (b), this
paper measures the similarity of such different BRDF mod-
els by using the SG representation (c). Both σ

2
n and β are

optimal for this image.

aware weighting function for diffuse surfaces, because lobe
axes are normal vectors and the sharpness is constant for dif-
fuse lobes (please refer to the supplemental material).

Comparison with conventional filtering. When a scene
has only a single BRDF model, although BRDF parameters
(e.g. Phong exponent) can be directly used as guidance for
conventional cross bilateral filtering, this can overestimate
edges of lobe sharpness as shown in Fig. 5. In this figure,
the difference of Phong exponents cannot represent actual
visual differences. On the other hand, our metric is more
suitable to represent such visual differences. Moreover, for
one-bounce global illumination, our weighting function can
be controlled by only the single parameter β, while the direct
use of BRDF parameters increases the user-specified param-
eters in addition to σ

2
n. The number of parameters is dif-

ferent depending on the BRDF model. Furthermore, when
a surface has several different BRDF models, the distance
of these BRDF parameters cannot be measured directly (see
Fig. 6). Multi-lobe BRDFs (e.g. layered materials) also have
the same problem. Therefore, instead of the direct use of
BRDF parameters as guidance images, this paper translates
specular lobes into SGs, and measures their similarity.

4.2. Specular lobe similarity using ASGs

Instead of SGs, ASGs can be employed for the specu-
lar lobe similarity of highly anisotropic BRDFs. This ap-
proach has additional approximation errors especially for
low-frequency lobes, and requires more expensive computa-
tion for each lobe. Therefore, it is proposed as an option for
non-low-frequency BRDFs and non-time-sensitive applica-
tions.
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(a) noisy input(a) noisy input
resolution: 512×512resolution: 512×512
rendering time: 0.37 srendering time: 0.37 s

MSE: 0.02420MSE: 0.02420

(b) normal-aware filtering(b) normal-aware filtering

σ
2
n = 0.0000966σ
2
n = 0.0000966

MSE: 0.03210MSE: 0.03210

(c) normal-aware filtering(c) normal-aware filtering
with bandlimit

σ
2
n = 0.000715σ
2
n = 0.000715

with bandlimit

MSE: 0.01042MSE: 0.01042

(d) lobe-aware filtering(d) lobe-aware filtering

β = 54.8β = 54.8
MSE: 0.00098MSE: 0.00098

(e) ground truth(e) ground truth

Figure 7: Quality comparison for a scene with several sharpness materials. The sphere has a glossiness map. The floor has the
Kelemen BRDF with the Phong NDF and Cook-Torrance BRDF with the Beckmann NDF for highly and roughly glossy tiles,
respectively. Normal-aware filtering (b) induces overblurring and underblurring errors. Normal-aware filtering with screen-
space bandlimit based on the BRDF at each target pixel (c) still has the noticeable error. Our filtering (d) produces closer
images to the ground truth preserving edges, though scene has different BRDF models. Both σ

2
n and β are optimal for this

image. For (c), the optimal screen-space bandlimit parameter is also chosen.

Xu’s ASG is defined as the following equation:

Ǵ(ω,ξx,ξy,ξz,λx,λy)

= max
(
ω ·ξz,0

)
exp
(
−λx(ω ·ξx)

2−λy(ω ·ξy)
2
)
,

where ξx,ξy,ξz are orthonormal vectors, and λx and λy are
the bandwidth parameters. The approximate product integral
of an ASG and SG is closed in ASG basis, and the approx-
imate product integral of two non-low-frequency ASGs is
also available (please refer to the supplemental material).
Therefore, the weighting function using ASGs is derived in
the same manner as the SG based weighting function. The
specular lobe is approximated with an ASG mixture as

ai(ω)≈
Ni

∑
l

µi,lǴ
(

ω,ξx,i,l ,ξy,i,l ,ξz,i,l ,λx,i,l ,λy,i,l

)
.

An SG is also employed for the smoothing kernel as Eq. (9).
Using Xu’s approximate product integral of an ASG and SG,
the smoothed distribution ci(ω) defined as Eq. (6) is closed
in ASG basis as follows:

ci(ω) ≈
Ni

∑
l

µ̄i,lǴ
(

ω,ξx,i,l ,ξy,i,l ,ξz,i,l , λ̄x,i,l , λ̄y,i,l

)
where µ̄i,l =

2πµi,l√
(2λx,i,l+κ)(2λy,i,l+κ)

, λ̄x,i,l =
λx,i,l κ

2λx,i,l+κ
, and

λ̄y,i,l =
λy,i,l κ

2λy,i,l+κ
. By using the approximate product integral

of two ASGs, the normalization of ci(ω) (Eq. (7)) and the
lobe similarity (Eq. (8)) are analytically obtained. Thus, the
weighting function is given as follows:

wω(i, j)≈
(

γi, j√
γi,iγ j, j

)β

, (13)

where γi, j = ∑
Ni
l ∑

N j
m µ̄i,l µ̄ j,m

∫
S2 Ǵi,l(ω)Ǵ j,m(ω)dω, and

Ǵi,l(ω) = Ǵ
(

ω,ξx,i,l ,ξy,i,l ,ξz,i,l , λ̄x,i,l , λ̄y,i,l

)
.

5. Experimental Results

In the following, we show the rendering results with our
specular lobe-aware filtering and upsampling on an Intel R©

Xeon R© W5590 and AMD RadeonTMHD 6990. Similar to
[Mit12], diffuse and specular indirect illumination are stored
in different buffers for filtering and upsampling. In this sec-
tion, all images are specular indirect illumination buffers,
and reflectances and diffuse terms are separated from the im-
ages. To evaluate filtering accuracy, this section does not em-
ploy hardware-supported filtering [SIMP06] which produces
an approximation error. Kelemen’s microfacet BRDFs with
the Phong NDF and Ashikhmin’s NDF [AS00] are used for
isotropic and anisotropic BRDFs, respectively. For Fig. 7,
the Cook-Torrance BRDF with the Beckmann NDF is addi-
tionally used.

Denoising for path tracing. Figs. 7 and 8 show the quality
comparison between the conventional normal-aware filtering
(Eq. (4)) and our specular lobe-aware filtering (Eq. (12)) for
path traced images which are generated by our unoptimized
CPU implementation. In these experiments, κ = 100 is used
to denoise indirect illumination after the second bounce. The
scene of Fig. 7 has a glossiness map (i.e. texture of Phong
exponents) and two different BRDF models. Normal-aware
filtering (b) cannot detect the edges of the glossiness and in-
duces overblurring errors on these edges especially for the
floor. Nonetheless, noises are still noticeable on the sphere,
since small σ

2
n is used to narrow down the filtering band-

width for the edges of the glossiness. Even with the use of
screen-space bandlimit based on the BRDF at each target
pixel similar to [MWRD13], the overblurring and underblur-
ring error is still noticeable (c). On the other hand, our filter-
ing (d) avoids these errors by evaluating the specular lobe
similarity between the target pixel and sample pixel. Fig. 8
shows different glossy materials. In order to reduce overblur-
ring error, conventional normal-aware filtering needs careful
parameter tuning depending on the sharpness of materials.
On the other hand, our filtering avoids overblurring errors
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(a) noisy input (b) normal-aware (c) lobe-aware (d) ground truthP
hong:20

P
hong:20

0.40 s0.40 s

MSE: 0.0513MSE: 0.0513 MSE: 0.0069MSE: 0.0069 MSE: 0.0069MSE: 0.0069

P
hong:1000

P
hong:1000

0.44 s0.44 s

MSE: 0.0244MSE: 0.0244 MSE: 0.0549MSE: 0.0549 MSE: 0.0158MSE: 0.0158

Figure 8: Quality comparison for glossy models (resolution:
360×640). σ

2
n = 0.00437 and β = 13.1 are used for both

rows, which are optimal for the upper row. Normal-aware fil-
tering (b) reduces the error for rough glossy surfaces (upper
row), but for highly glossy surfaces (lower row) increases
the error due to overblurring using the same parameter. On
the other hand, our lobe-aware filtering (c) reduces the error
for both images with the same parameter.

(a) noisy input (b) normal-aware (c) lobe-aware (d) ground truth

Phong:(20,1000)Phong:(20,1000)
resolution:10242resolution:10242 MSE: 0.08286MSE: 0.08286

σ
2
n = 0.00127σ
2
n = 0.00127

MSE: 0.00128MSE: 0.00128

β = 118β = 118
κ =∞κ =∞

MSE: 0.00027MSE: 0.00027

Phong:(20,1000)Phong:(20,1000)
resolution:10242resolution:10242 MSE: 0.12619MSE: 0.12619

σ
2
n = 0.0000878σ
2
n = 0.0000878

MSE: 0.00100MSE: 0.00100

β = 54.8β = 54.8
κ =∞κ =∞

MSE: 0.00068MSE: 0.00068

Figure 9: Filtering for the anisotropic BRDF. Our filter-
ing (c) preserves edges of anisotropy and reduces the error,
while conventional normal-aware filtering (b) does not. Both
σ

2
n and β are optimal for these images.

for both scenes using the same parameters, since a sharper
weighting function is used for sharper materials similar to
the previous screen-space bandwidth controlling approach.
This is suitable for path tracing with BRDF importance sam-
pling, because it reduces noise for high-frequency materials.
In addition, unlike the screen-space bandwidth controlling
approach, our weighting function does not require additional
material-dependent parameters, and is usable for more com-
plex BRDFs (e.g. anisotropic BRDFs shown in the next para-
graph).

Anisotropic BRDFs. Fig. 9 shows filtering results of a
highly anisotropic BRDF with MC environmental lighting
on the GPU. Since normal-aware filtering (b) cannot detect
the edges of anisotropy, overblurring errors are produced on
the edges. Our specular lobe-aware filtering (c) using ASGs
(Eq. (13) with Ni = 1) preserves these visually important
edges without increasing user-specified parameters. The up-
per and lower images have the same material and lighting
condition. Nonetheless, the optimal σ

2
n of the lower image is

σ
2
n β

Phong: 10Phong: 10

Phong: 100Phong: 100

Phong: 1000Phong: 1000
averageaverage

(a) normal-aware filtering (b) lobe-aware filtering
(Eq. (12) with κ =∞)

Figure 10: MSEs for various σ
2
n and β for single lobe

BRDFs.

σ
2
n β

gold-metallicgold-metallic

purple-paintpurple-paint

alum-bronzealum-bronze
averageaverage

(a) normal-aware filtering (b) lobe-aware filtering
(Eq. (11) with Ni = 3,κ =∞)

Figure 11: MSEs for various σ
2
n and β for multi-lobe BRDFs

(3 SGs fitted from [MPBM03]).

σ
2
n β

Phong:Phong:
(10, 100)(10, 100)

Phong:Phong:
(30, 300)(30, 300)

Phong:Phong:
(1000, 10000)(1000, 10000)

averageaverage

(a) normal-aware filtering (b) lobe-aware filtering
(Eq. (13) with Ni = 1,κ =∞)

Figure 12: MSEs for various σ
2
n and β for anisotropic

BRDFs.

about 14 times smaller than the upper image, while the opti-
mal β of the lower image is only about two times smaller.

Parameter tuning. We here employ MC environmental
lighting on the GPU to evaluate the filtering accuracy with
various parameters. Fig. 10 shows MSEs of normal-aware
filtering (a) and our specular lobe-aware filtering (b) for var-
ious Phong exponents. Each image has only a single mate-
rial. For these single material cases, each MSE of our filter-
ing at the optimal parameter is almost the same or slightly
larger than normal-aware filtering. They are thought to be
caused by the SG approximation error. However, optimal pa-
rameters of lobe-aware filtering are more densely distributed
than normal-aware filtering. Thus, the average of these er-
rors (purple line) is reduced at the optimal parameter by
using our filtering. In other words, our filtering can have
lower errors than conventional normal-aware filtering for
scenes with several materials. Fig. 11 shows MSEs using
SG mixtures for multi-lobe BRDFs (3 SGs) fitted from mea-
sured data [MPBM03]. Fig. 12 shows MSEs for anisotropic
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(a) normal-aware filtering
σ2

n = 0.000650σ2
n = 0.000650

MSE: 0.0046MSE: 0.0046

(b) our lobe-aware filtering
β = 9.85,κ =∞β = 9.85,κ =∞

MSE: 0.0030MSE: 0.0030
closeupcloseup closeupcloseup

(a)
avg. of Fig. 10(a)

σ
2
n

(b)
avg. of Fig. 10(b)

β

Figure 13: MSEs for various σ
2
n and β for a scene with sev-

eral materials. All the materials of Fig. 10 (i.e. Phong expo-
nent 10, 100, and 1000) are used.

Table 1: Filtering time for 1920×1080 resolution (ms).

kernel radius Eq. (4) Eq. (12) Eq. (11) Eq. (13)
(Ni = 3) (Ni = 1)

8 pixels 2.43 3.29 15.2 17.7
16 pixels 4.56 6.03 27.6 30.8

BRDFs. In these cases, optimal parameters of lobe-aware
filtering are also more densely distributed, and also reduce
the averaged error at the optimal parameter. Fig. 13 shows
MSEs for an image which has all the materials of Fig. 10.
While normal-aware filtering (a) has a larger error than the
average of Fig. 10(a), our lobe-aware filtering (b) produces
a similar result to the average of Fig. 10(b). As described in
earlier paragraphs, our filtering adapts all-frequency BRDFs
and preserves edges of materials without increasing user-
specified parameters for one-bounce global illumination. In
addition, these densely distributed optimal parameters can
reduce material-dependent parameter tuning.

Performance. Table 1 shows the filtering time on the GPU.
Although our specular lobe-aware filtering using Eq. (12) is
more expensive than normal-aware filtering (Eq. 4), it per-
forms in real-time frame rates. The SG mixture based formu-
lation (Eq. (11)) and ASG based formulation (Eq. (13)) are
applicable for interactive frame rate applications. For filter-
ing, the main bottleneck is the evaluation of weighing func-
tions for many samples. On the other hand, for upsampling,
since a smaller number of samples are evaluated, this cost
cannot be a considerable problem compared to a denoising
filter as shown in the next paragraph.

(a) Phong exponent: 10(a) Phong exponent: 10

lobe-aware upsamplinglobe-aware upsampling
total rendering time: 31.2 mstotal rendering time: 31.2 ms

(b) Phong exponent: 1023(b) Phong exponent: 1023

lobe-aware upsamplinglobe-aware upsampling
total rendering time: 32.3 mstotal rendering time: 32.3 ms

normal-awarenormal-aware
0.77 ms0.77 ms

MSE: 0.0016MSE: 0.0016

lobe-awarelobe-aware
0.88 ms0.88 ms

MSE: 0.0015MSE: 0.0015

normal-awarenormal-aware
1.9 ms1.9 ms

MSE: 0.032MSE: 0.032

lobe-awarelobe-aware
2.1 ms2.1 ms

MSE: 0.025MSE: 0.025
w/o upsamplingw/o upsampling
0.26 ms0.26 ms

MSE: 0.0095MSE: 0.0095

naïve renderingnaïve rendering
2.78 ms2.78 ms

w/o upsamplingw/o upsampling
1.6 ms1.6 ms

MSE: 0.236MSE: 0.236

naïve renderingnaïve rendering
18.2 ms18.2 ms

Figure 14: Glossy indirect illumination using [CNS∗11,
HEMS10] with our weighting function (σ2

n = 0.01, β = 20,
κ = 100, resolution: 480×270→1920×1080). The material
changes dynamically, and images (a) and (b) are different
frames in the same scene. Each computation time is the total
of specular cone tracing and spatial upsampling.

lobe-aware upsamplinglobe-aware upsampling
resolution: 480×270→1920×1080resolution: 480×270→1920×1080
Phong exponent: 1023Phong exponent: 1023
total rendering time: 32.1 mstotal rendering time: 32.1 ms
w/o upsamplingw/o upsampling
1.6 ms1.6 ms

MSE: 0.314MSE: 0.314

normal-awarenormal-aware
1.9 ms1.9 ms

MSE: 0.060MSE: 0.060

lobe-awarelobe-aware
2.1 ms2.1 ms

MSE: 0.030MSE: 0.030

naïve renderingnaïve rendering
18.1 ms18.1 ms

Figure 15: Scene with normal maps and normal mipmap
filtering [Tok05]. The quality difference between normal-
aware upsampling and our lobe-aware upsampling is larger
than Fig. 14(b).

upsampledupsampled

MSE: 0.030MSE: 0.030

adaptive samplingadaptive sampling
3.6 ms3.6 ms

resultresult

MSE: 0.018MSE: 0.018

Figure 16: Adaptive recomputation for the spatio-temporal
upsampled image (Fig. 15) evaluating low-weight pixels.
The horse is a dynamic object. A threshold 0.25 is used for
resampling in this experiment.
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Upsampling for voxel cone tracing. Fig. 14 shows ren-
dered images using voxel cone tracing and spatio-temporal
upsampling with our weighting function. Since our method
is not specific for ray tracing, it is applicable for such non-
ray tracing based methods. Furthermore, a specular lobe is
well represented with a cone, and only a few samples (e.g.
4 samples) are evaluated for spatial upsampling. For upsam-
pling, since samples are sparse unlike filtering, κ = 100 is
used to smoothly interpolate between such sparse samples.
In this experiment, we choose parameters σ

2
n and β heuris-

tically, since this scene is completely dynamic (i.e. camera,
light and objects can be moved). In addition, the material
also changes dynamically. When the BRDF is low frequency
(a), normal-aware upsampling with σ

2
n = 0.01 produces ac-

curate results. However, when the material is changed to the
higher-frequency BRDF (b), noticeable errors are produced
with the same σ

2
n. On the other hand, our weighting func-

tion adapts all-frequency materials with the same β. Fig. 15
shows the same scene as Fig. 14 with normal maps. Since the
G-buffer is rendered with normal mipmap filtering [Tok05],
it does not only have high-frequency changes of normals,
but also high-frequency changes of sharpness of NDFs. For
this more difficult scene, the quality difference between our
upsampling and normal-aware upsampling becomes larger.
Our weighting function is more suitable than the normal-
aware weighting function for such practical scenes.

Adaptive sampling. For bilateral filtering based methods,
undersampling artefacts (e.g. noise and aliasing) can re-
main on high-frequency geometry by reducing the weights.
These errors can be avoided by recomputing the pixel val-
ues adaptively as shown in Fig. 16, since these errors are
simply detectable by evaluating the total weights (denom-
inator of Eq. (1)) unlike overblurring errors. Our specular
lobe-aware filtering and upsampling are more suitable than
normal-aware methods for such simple adaptive sampling
schemes. Normal-aware methods can produce overblurring
errors which are more difficult to detect than undersampling
errors in real-time frame rates.

6. Limitations and Future Work

Discontinuous regions. Bilateral filtering based methods
can produce undersampling for discontinuous regions. Our
method inherits this limitation from conventional geometry-
aware filtering. For a silhouette with some curvature
which can have high-frequency illumination appearance, our
weighting function tends to produce undersampling arte-
facts. This is because specular lobe axes and sharpness
are more different on such silhouettes. However, spatio-
temporal filtering [Kne09] and upsampling [HEMS10] re-
duces undersampling for static objects. For dynamic objects,
adaptive sampling is effective, because only rapidly moving
objects are recomputed (Fig. 16). Even if adaptive sampling
is not used, errors on such moving objects are less noticeable
than static objects. Using such spatio-temporal filtering and

lobe-aware filteringlobe-aware filtering
resolution: 1920×1088resolution: 1920×1088
Phong exponent: 64Phong exponent: 64
total rendering time: 33.6 mstotal rendering time: 33.6 ms

w/o filteringw/o filtering

MSE: 0.607MSE: 0.607

normal-awarenormal-aware
2.4 ms2.4 ms

MSE: 0.041MSE: 0.041

lobe-awarelobe-aware
3.0 ms3.0 ms

MSE: 0.047MSE: 0.047

ground truthground truth

Figure 17: Instant radiosity using [REH∗11, Kne09] with
our weighting function for a dynamic scene. Each compu-
tation time is the total of spatial filtering for specular and
diffuse terms with hardware-supported filtering. For instant
radiosity, our filtering accuracy can be lower than normal-
aware filtering because BRDF importance sampling is un-
used and specular lobes are clamped.

adaptive sampling frameworks, the limitation of bilateral fil-
tering is reducible.

Importance sampling. Since the directional bandwidth of
our filtering depends on the specular lobe sharpness, input
images should be rendered using BRDF importance sam-
pling similar to [BSS∗12]. Fig. 17 shows real-time instant
radiosity with spatio-temporal filtering using our weight-
ing function on the GPU. Unlike path tracing, since instant
radiosity cannot use BRDF importance sampling, specular
lobe-aware filtering can produce lower-quality images. In
addition, clamping specular lobes in instant radiosity vio-
lates our BRDF based lobe representation. Our method in-
herits these limitations from previous BRDF based band-
width controlling such as [MWRD13] whose screen-space
bandlimit is determined by using the BRDF of the target
pixel. However, unlike them, our filtering takes into account
high-frequency changes of BRDF parameters such as glossi-
ness mapping. In the future, we would like to develop inter-
active path tracing with our filtering on GPUs.

Incident radiance. Similar to normal-aware filtering, our
weighting function neglects the high-frequent changes of
incident radiance (Fig. 18). This limitation can be avoided
using secondary-ray information [MWRD13] with an addi-
tional memory footprint. The combination of our weighting
function and such methods is thought to be more robust.

Optimal parameters. Generally, since finding optimal pa-
rameters of filtering (i.e. balancing bias and variance) is a
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lobe-aware filteringlobe-aware filtering ground truthground truth

Figure 18: Same scene as Fig. 8 bottom. Similar to normal-
aware filtering, our method can produce an overblurring er-
ror neglecting the change of incident radiance.

filtered imagefiltered image

Phong:(20,1000)Phong:(20,1000)

resolution:10242resolution:10242

total weighttotal weight

Figure 19: The weight im-
age using ASGs has band-
ing artefacts due to the pre-
cision error.

(a) ASGs(a) ASGs

λx = λy = 2λx = λy = 2

(b) SGs(b) SGs

λ = 4λ = 4

Figure 20: Approximate
product integral of two
ASGs (a) and exact product
integral of two SGs (b).

difficult problem, this has been often investigated for off-line
methods such as error estimation. Since this paper focuses
on real-time applications, it does not provide methods to find
optimal parameters for arbitrary scenes. Our method can re-
duce only material-dependent parameter tuning. For other
factors (e.g. noise amount and discontinuity), we would like
to investigate the combination of error estimation and our
method.

Errors of ASGs. The product of two ASGs, which is cal-
culated to obtain the product integral, can have a large pre-
cision error for highly anisotropic lobes as shown in Fig. 19.
To calculate this product, eigenvalues of a 3× 3 symmetric
matrix are computed. In our implementation, these eigen-
values are analytically solved by using Cardano’s formula,
but single precision floating points can be insufficient for
this formula. To reduce this precision error, double preci-
sion can be used at the expense of performance for current
commodity GPUs. Another error of the product is caused
by the lobe axis ξz. For example, when ξz,i · ξz, j < 0 and
λx = λy, the ideal lobe axis of the product is not obtained
by Xu’s analytical approximation. Since this error is notice-
able for low-frequency lobes unlike SGs (Fig. 20), ASGs are
recommended for higher-frequency lobes. These limitations
are not problematic only for our filtering, but also other ap-
plications such as lighting via analytical product integrals.
To improve the practicality, we have to investigate more pre-
cise and efficient implementations of ASGs.

7. Conclusions

This paper has presented a generalization of cross bilateral
filtering for specular lobe-aware filtering and upsampling to
accelerate glossy indirect illumination rendering. This gen-
eralization evaluates the similarity of distribution functions

in a non-Euclidean space. When a scene has several mate-
rials, our specular lobe-aware weighting function reduces
overblurring and underblurring errors by detecting the edges
of BRDFs and adapting to all-frequency materials with less
material-dependent parameter tuning than the normal-aware
weighting function. This is effective for MC rendering with
BRDF importance sampling. In addition, this paper has pre-
sented approximations using SGs and ASGs to calculate this
weighting function analytically. SG based filtering performs
in a few milliseconds without any precomputation or addi-
tional memory footprints for dynamic scenes with paramet-
ric BRDFs. Since our method requires only a camera posi-
tion and G-buffer, it is also suitable for deferred shading and
non-ray tracing based methods such as voxel cone tracing.

Our weighting function can be easily integrated with
geometry-aware filtering based frameworks, since the
normal-aware weighting function can be replaced with our
weighting function for specular surfaces. This paper demon-
strated spatio-temporal filtering, spatio-temporal upsam-
pling, and adaptive sampling with our weighting function to
improve real-time global illumination. It is thought to be also
applicable for other filtering or upsampling methods such as
À-trous filtering, frequency analysis based methods, and er-
ror estimation based methods.
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